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Announcements – Assignments

§ Tutorial 2.2
• Due tomorrow night (Thursday, 04/20)
• Long - Broken into lots of small steps

§ Readings:
• Reading 03 – link course site, due Sunday 

§ HW 02:
• Released later today
• Open ended assignment

§ Office hours
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Guest speakers: June 1st, 9th

§ Guest Speakers:
§ Maria Antoniak:

§ PhD student @ Cornell – June 1st

§ Lucy Li
§ PhD student @ Berkeley – June 9th

§ Author of Content Analysis of Textbooks via Natural 
Language Processing: Findings on Gender, Race, and 
Ethnicity in Texas US History Textbooks

§ Attendance is required
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Course so far

§ Insights from individual words
• TF-IDF
• Dictionary based methods

§ Insights from specific documents
• Readability

§ Today: Group individual words into larger 
constructs
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Course Outline

§ Python Overview Week 1

§ Lexical based analysis methods Week 2 - 3
• Text Processing
• Document Representation
• Topic Modeling

§ Data Collection Week 4
• Web Scraping
• APIs

§ Machine Learning Week 5
• Regression & Classification
• Clustering

§ Advanced Topics & Final Projects
• Dimensionality Reduction
• Word Representations Week 6
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Topic Modeling

§ Goal: Identify underlying topics across
documents
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What are topics?

Tokens that are likely to appear in the same context

Hidden structure that determines how tokens appear 
in a corpus
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Observation

Want to uncover



Input: 
Millions of Books

Output: topics
(distributions over
words)

Each row is a topic
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Topic Modeling: Corpora -> Topics

Slide from David Mimno



Breakout Rooms:
https://mimno.infosci.cornell.edu/jsLDA/
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Discovering Topics
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How do we discover topics?

§ Latent Semantic Analysis

§ Probabilistic Latent Semantic Analysis

§ Latent Dirichlet Allocation
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LDA

§ Probabilistic model

§ Generative model
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LDA Generative Story

§ Each word appears independent of each other

§ Each word depends on the topic
• Topics have a distribution of words
• Topics have a distribution of documents
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LDA Plate Notation
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LDA Plate Notation

M = number of documents
N = number of words in a document
K = number of topics (we choose this)
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LDA Plate Notation
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For each document

For each word
Assign the topic



LDA Plate Notation

Copyright © 2016 Barnard College 19

For each document

For each word
Assign the topic

Given p(topic | document)

Given p(word | topic)



LDA Plate Notation
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For each document

For each word
Assign the topic

Given p(topic | document)

Given p(word | topic)

Dirichlet priors



LDA Plate Notation
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LDA Plate notation
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LDA Algorithm
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Training LDA Model

1. Randomly assign words to topics
2. Repeat many times:

1. For each document:
1. For each token, re-assign the topic based on:

1. Topic assignment for every other token in the document
2. Topic assignment for every other instance of the type in the 

the corpus

3. Return: Topics assignments for all tokens
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Randomly assign words to topics
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Example David Mimno



Randomly assign words to topics
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Randomly assign words to topics
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Randomly assign words to topics
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Global Statistics from Random Topic Assignments
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trade 10 8 1
price 42 1 0

market 50 0 1
temple 0 0 20

…

Total counts across corpus
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Reassign topic for “Trade”
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Reassign topic for “Trade”
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Reassign topic for “Trade”
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Reassign topic for “Trade”
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Which topics occur in this document?
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Pick a topic for “Trade”
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Which topics like the word-type “trade”?
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Pick a topic for “Trade”
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Which topics like the word “trade”?
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Pick a topic for “trade”?
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Update topic for “Trade”

Copyright © 2016 Barnard College 41

3 ? 1 3 1
Etruscan trade price temple market

1 2 3
Etruscan 1 0 35

trade 10 7 1
price 42 1 0

market 50 0 1
temple 0 0 20

…



Update topic for “Trade”
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Training LDA Model – Gibbs Sampling

1. Randomly assign words to topics
2. Repeat many times:

1. For each document:
1. For each token, re-assign the topic based on:

1. Topic assignment for every other token in the document
2. Topic assignment for every other instance of the type in the 

the corpus

3. Return: Topics assignments for all tokens
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Modeling Decisions
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Modeling decisions – hard choices

§ Document definition

§ Interesting words

§ Knobs:
• K - Number of topics
• Hyper-parameters
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Which topics like the word “trade”?
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Hyperparemeters
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Hyperparameters - alpha
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Which topics like the word “trade”?
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Which topics like the word “trade”?
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Evaluating Topics
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Output of topic models
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What makes topics bad?

§ Random, unrelated words
§ Intruder words
§ Boring, overly general words
§ Chimaeras:

• Multiple topics combined
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Evaluation – Word Intrusion Task

§ Take top k words in a topic
• Usually 5 or 10

§ Substitute 1 word with a top word from another 
topic

§ Shuffle the works
§ Ask someone to pick the intruder

• If they can pick the intruder – it’s a good topic
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